
 
 
 
 
 
 
 
 
 
 
 

Abstract 
 

Identification of a small set of discriminative genes is a 
crucial step for effective prediction of disease or patient 
survival based on microarray gene expression data. 
Previous approaches to this problem are mainly based on 
analyzing differential gene expression data. In this work, an 
additional step is introduced to take advantage of prior 
knowledge about the relation of genes and a disease. In the 
proposed approach, keyword scanning of human proteins at 
the Swissprot database is performed to select genes related 
to the disease of interest followed by analysis of differential 
gene expressions. In results obtained on lung cancer data 
where a differential expression-based selection of genes is 
fairly inaccurate, our prior knowledge mining based 
approach offered a large improvement of prediction 
accuracy (0.74 vs. 0.58 ROC curve when using 20 genes). 
Furthermore, experimental results on a breast cancer 
dataset, where prediction based on differential gene 
expression alone was quite accurate can be further 
improved by integrating with our new approach.  
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1. Introduction 

Compared to traditional methods that study a single or 
a few genes at a time, microarray technology measures 
expression of thousands of genes at a time. Assuming 
appropriate data analysis and validation, this allows more 
accurate disease profiling, diagnosis and treatment. One of 
the key objectives in this process is selecting a small subset 
of genes expected to be closely related to the disease whose 
expression levels are able to effectively diagnose diseases  

     
    

 
 
 
 
 
 
 
 

Improvement of Survival Prediction from Gene Expression Profiles by Mining 

of Prior Knowledge 
 

Siyuan Ren and Zoran Obradovic* 
Center for Information Science and Technology, Temple University, Philadelphia, PA 19122, USA 

* Corresponding author: Zoran Obradovic  E-mail: zoran@ist.temple.edu  

 
[1, 2] or test disease treatments [3]. 

A wide variety of feature selection methods have been 
proposed for microarray data. The most widely used method 
is by ranking the genes according to their significance in 
differential expression (DE) between diseased and normal 
samples using a statistical test (e.g. t-test) and selecting the 
best ones. Other methods are based on machine learning 
and other statistical methods such as SVM-recursive feature 
elimination [4], genetic algorithms [5], Nearest shrunken 
centroid [6] and Significance analysis of microarrays [7]. 
However, most of these feature selection methods are 
largely confined to analysis of expression data from 
microarray or from enriched functional annotation [8].  

In this work, we extracted the disease related 
information through a prior knowledge mining technique to 
aid the prediction of patient survival and compared the 
results with conventional approaches within two cancer 
related microarray datasets. We show that our prior 
knowledge mining based approach (PKM) can offer 
significantly better prediction accuracy in cases where the 
differential expression based method (DE) fails. 
Furthermore, in applications where DE is fairly accurate, 
combining genes selected from both DE and PKM can 
further increase the predictive accuracy.  
 
2.  Material and Methods 
2.1  Data  

The methods described in Section 2 will be evaluated 
on the problem of predicting cancer survival based on gene 
expression data. To better characterize the proposed method, 
it will be tested on two types of cancer (lung and breast) 
with very different properties. The lung cancer microarray 
data used in this work is from [9], which contains 86 sample 
assays where 24 patients died and 62 survived. The breast 



cancer data is from [10], which contain 78 sample assays 
where 34 patients died and 44 survived. The expression 
level of genes on each chip, representing one patient sample, 
was normalized (divided by the mean value of that chip). 
The mean and standard deviation of expression levels of 
each gene in the training dataset were used to normalize 
both the training and testing dataset. 

   
2.2 The Differential Expression (DE) Based 
Selection of the Most Discriminative Genes  
 For each gene from the training dataset, the p-value is 
calculated as the difference in expression between the 
survival and deceased group based on the t-test and the 
expression difference ratio calculated as the fold change 
between the two groups. Genes with a low p-value and high 
fold change were selected based on thresholds as the most 
informative genes.  
  
2.3 Prior Knowledge Mining (PKM) for 
Selection of the Most Discriminative Genes  

For each gene in the Swissprot database (Nov. 2006 
version downloaded from ftp://ftp.ncbi.nih.gov) key words 
highly associated with the disease location and type were 
scanned. Only those genes that contain both location and 
type keywords associated with the disease were selected.  

In particular, in our experiments a gene is considered 
to be associated with lung cancer if its description contains 
both cancer related keywords (five keywords were used: 
“oncogene”, “cancer”, “carcinoma”, “sarcoma” and 
“tumor”) and keywords for the location of lung cancer 
(“lung” and “vascular”). The same cancer related keywords 
are used in the breast cancer dataset, but “breast” is used as 
the keyword for the disease location. 

Selected disease associated genes are further analyzed 
based on their gene expressions. A subset of low p–value 
genes with high fold change is selected as described for the 
DE method in Section 2.2. 

 
2.4 A Hybrid Method (HY) for Selection of the 
Most Discriminative Genes  

While genes selected by DE and PKM methods have 
very small overlap, as we will demonstrate in the Results 
section, it might be beneficial to combine the two methods 
into a hybrid method (HY). In this approach the genes 
selected based on the differential gene expression are 

combined with k top ranked genes based on the prior 
knowledge mining based selection. Experiments reported in 
Section 3 were performed using k=10.  

 
2.5 Survival Prediction  

Expression values of genes selected by DE, PKM, or 
HY process were used as features for training neural 
network classification models for survival prediction. This 
choice was made based on the demonstrated effectiveness 
of neural network in applications related to biomedical 
prediction from noisy and correlated variables. We also 
considered other machine learning methods (SVM, simple 
logistic regression and random forest) but these results were 
omitted, as the findings were very similar.  

In our experiments the number of hidden neurons was 
set to 5. In the 5-cross validation process, data were 
randomly partitioned into five disjoint subsets. In each of 
the 5-cross validation experiments, since the training data 
were changed, different genes were identified and neural 
networks were trained based on the information from the 
training dataset alone and then tested on the test dataset. To 
address the non-determinism in neural networks 
optimization, at each round of the 5-cross validation, 30 
neural networks were developed and tested (the average and 
standard deviation of these 30 trials were reported in the 
results section). In each trial, a different 20% of data were 
reserved for validation, while the remaining 80% were used 
for training of a predictor. 
 
3. Results 
3.1 Comparison on the Lung Cancer Dataset 

In the lung cancer dataset [9] gene markers selected by 
the DE and PKM method have very small overlap. The 
fraction of genes shared between the two approaches 
averaged among the 5-cross validation was below 10% 
indicating that these two approaches are quite independent. 

We then compared the area below ROC curves using 
neural network algorithm with genes selected through 
different methods to compare accuracy of the new methods 
PKM and HY to DE. As shown in Table 1 and Figure 1, 
using different feature selection methods, we selected 
between 10 and 200 genes to predict disease survival. For 
each method, different p-value and ratio thresholds were 
chosen so that the number of genes selected was about the 
same.  

ftp://ftp.ncbi.nih.gov/


No. of Genes 10 20 30 50 100 200

DE 0.62 0.58 0.60 0.62 0.65 0.66 

PKM 0.68 0.74 0.75 0.77 0.74 0.74 

HY 0.68 0.70 0.65 0.67 0.69 0.68 

 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
The results obtained by selecting different numbers 

of genes suggest that the proposed prior knowledge 
mining method greatly facilitates the prediction of 
patient survival. The ROC curve for the differential 
expression based feature selection was close to the 
diagonal, which means that DE method was just slightly 
more accurate than a trivial model. The PKM showed a 
significant improvement when compared to DE. 
However, for some applications DE method alone is 
quite accurate. In the next section we report the results of 
experiments aimed at determining if PKM is beneficial 
in such situations.  
 
3.2 Comparison on the Breast Cancer Dataset  

We further tested our disease prior knowledge mining 
approach to select biomarkers on the breast cancer dataset 

[10]. Genes selected by the DE and PKM are again very 
different from each other. The fraction of selected gene 
markers shared between the two approaches was below 2% 
with 10, 20 up to 100 genes.  

 
No. of Genes 10 20 30 50 100

DE 0.92 0.94 0.95 0.97 0.98 

PKM 0.95 0.90 0.91 0.93 0.92 
HY 0.95 0.97 0.97 0.98 0.99 

Table 1. Area under ROC curves with different number of 

selected genes using DE, PKM and HY for lung cancer 

prediction. 

 
 
 
 
 

Table 2. Area under ROC curves with different number 

of selected genes using DE, PKM and HY for breast 

cancer prediction.  

 

Figure 1. Comparison of area under ROC curves using 

different feature selection methods in the lung cancer 

dataset.  The y-axis indicates area under ROC curves of 

neural network models built on features selected by the DE, 

PKM and HY method with different number of genes and 

the x-axis indicates number of genes selected. Error bars 

indicate the standard deviation among 30 trials. 

 
 
 
 
 
 

 
 
 

Figure 2. Comparison of area under ROC curves using 

different feature selection methods in the breast cancer 

dataset. The y-axis indicates area under ROC curves of 

neural network models built on genes selected by the DE, 

PKM and HY method with different number of genes and 

the x-axis indicates the number of genes selected. Error 

bars indicate the standard deviation among 30 trials. 

As shown in Table 2 and Figure 2, using different 
feature selection methods, we selected between 10 and 100 
genes to predict disease survival. For each method, different 
p-value and ratio thresholds were chosen so that the 
numbers of genes selected were about the same.  

This result suggests that even in a dataset where DE 
works quite well, HY which combined PKM and DE can 
effectively enhance the performance of prediction. However, 
the previous lung cancer example shows that the hybrid 
method is not necessarily better than the two individual 
methods in all cases. It is possible that the DE method in the 



lung cancer example was performing poorly such that 
combining the DE method with the PKM method did worse 
than the PKM method alone. Therefore, it could be 
necessary to first test on validation data whether to use the 
prior knowledge based method or the hybrid method. 
 
4. Conclusion 

Feature selection is an important step in the 
prediction of diseases from gene expression patterns. While 
previous feature selection methods are mainly confined to 
information from the micro-array or gene functional 
annotations, we proposed a novel approach that introduces 
prior knowledge of the disease to achieve better predictive 
power. Our results obtained on lung cancer data suggest that 
disease prior knowledge mining based feature selection can 
offer improved survival prediction when differential 
expression based selection is inadequate. In the breast 
cancer dataset, where the differential expression based 
selection works quite well, including genes selected based 
on the disease prior knowledge mining was still beneficial.  

The contribution of the proposed approach is that 
through combing disease prior knowledge mining and 
differential gene expression based feature selection methods, 
we show that integration of information from low 
throughput studies of diseases and high throughput 
micro-arrays can provide more accurate guidance for future 
discoveries. Nevertheless, there are limitations to our 
approach. Our method may be less effective in cases where 
the disease is not well studied and less prior knowledge is 
available. Furthermore, we currently have only retrieved 
disease information from Swissprot database. In the future, 
it would be useful to incorporate information from multiple 
databases, which is expected to capture additional relevant 
information and thus result in more accurate prediction.  
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