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Alternative splicing of pre-mRNA generates two or more protein
isoforms from a single gene, thereby contributing to protein
diversity. Despite intensive efforts, an understanding of the pro-
tein structure–function implications of alternative splicing is still
lacking. Intrinsic disorder, which is a lack of equilibrium 3D struc-
ture under physiological conditions, may provide this understand-
ing. Intrinsic disorder is a common phenomenon, particularly in
multicellular eukaryotes, and is responsible for important protein
functions including regulation and signaling. We hypothesize that
polypeptide segments affected by alternative splicing are most
often intrinsically disordered such that alternative splicing enables
functional and regulatory diversity while avoiding structural com-
plications. We analyzed a set of 46 differentially spliced genes
encoding experimentally characterized human proteins containing
both structured and intrinsically disordered amino acid segments.
We show that 81% of 75 alternatively spliced fragments in these
proteins were associated with fully (57%) or partially (24%) dis-
ordered protein regions. Regions affected by alternative splicing
were significantly biased toward encoding disordered residues,
with a vanishingly small P value. A larger data set composed of 558
SwissProt proteins with known isoforms produced by 1,266 alter-
natively spliced fragments was characterized by applying the
PONDR VSL1 disorder predictor. Results from prediction data are
consistent with those obtained from experimental data, further
supporting the proposed hypothesis. Associating alternative splic-
ing with protein disorder enables the time- and tissue-specific
modulation of protein function needed for cell differentiation and
the evolution of multicellular organisms.

evolution � natively unfolded � intrinsically unstructured � protein structure

The splicing of pre-mRNA (1) was first described in 1977.
Soon thereafter, Gilbert (2) coined the terms ‘‘intron’’

(intragenic region) and ‘‘exon’’ (expressed region) for the non-
coding and coding regions, respectively. Alternative splicing
occurs when different mRNAs are assembled from a single gene
by joining exons in different ways. Alternative splicing is pro-
posed to generate complexity in multicellular eukaryotes by
increasing protein diversity, and thus proteome size, from a
relatively small number of genes (3). Estimates indicate that
between 35 and 60% of human genes yield protein isoforms by
means of alternatively spliced (AS) mRNA (4). Furthermore,
complexity in higher organisms is also brought about by signaling
and regulatory networks that enable robustness (5). The impor-
tance of alternative splicing as a regulatory process (3, 6) has
been highlighted by the high occurrence of such splicing in the
pre-mRNAs of regulatory and signaling proteins (7).

Alternative splicing can bolster organism complexity, not only
by effectively increasing proteome size and regulatory and
signaling network complexity, but also by doing so in a time- and

tissue-specific manner, supporting cell differentiation, develop-
mental pathways, and other processes associated with multicel-
lular organisms. Indeed, alternative splicing is only prevalent in
multicellular eukaryotes (8). This relation suggests that the
appearance of alternative splicing was seminal in bringing about
the development of multicellular life.

Arguably, splicing within a structured protein domain would
have catastrophic effects on the structure of the remaining
protein (9), leading to misfolding and aggregation. Fig. 1 depicts
a schematic view of this problem: The left-hand side shows the
expression path (orange arrows) of a protein of known structure
(isoform 1) whose pre-mRNA is subject to alternative splicing.
An AS mRNA is also generated as seen in the right-hand side
(purple arrows), so that a sizable region (colored red) is missing
from the resulting isoform 2. The removal of this ‘‘AS region’’
(region affected by alternative splicing) will no doubt have an
important effect on isoform 2’s structure. Despite this evident
connection, few studies have examined the relationship between
alternative splicing sites and protein structure in detail.

Comparing the 3D structures of protein isoforms could pro-
vide insight into the mechanisms by which alternative splicing
can avoid the catastrophic disruption of protein structure. To
date, the 3D structures for only five isoform pairs have been
reported (10–14). In the two tumor necrosis factors, EDA-A1
and EDA-A2 (11), alternative splicing leads to the removal of a
very small segment containing only 2 aa. In the 216-residue
glutathione S-transferase isozymes AdGST1-3 and AdGST1-4
from Anopheles dirus (10), the entire C-terminal domains (res-
idues 46–216) arise from different exons as a result of alternate
splicing, whereas the N-terminal domains (residues 1–45) arise
from the same exon. Nevertheless, the two sequences show high
similarity where the most striking difference is the insertion of
nine extra residues in AdGST1-4 that adds a small helix in the
middle of a short loop. In these two pairs of examples, because
the affected protein regions are small ordered segments, the
folded protein domains are able to undergo slight adjustments to
compensate for the deleted or altered segments. The effect in
both cases is that of slight structural rearrangements that alter
binding specificity, thus modulating function.

The remaining three structurally characterized isoform pairs
provide a different picture of alternative splicing. For these three
pairs [human pyrophosphorylase AGX1 and AGX2, which differ
by removal�insertion of 19 residues (12); human GTPase Rac1
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and Rac1b, which differ by removal�insertion of 17 residues (14);
and two isoforms of human cholesterol sulfotransferase, which
differ by distinct 8- or 23-residue N-terminal sequences (13)], the
entire amino acid segments associated with alternative splicing
are disordered and missing from the x-ray electron density maps.
For these protein examples, the structured regions remain
basically unchanged. Thus, in three of the five pairs structurally
characterized to date, the region removed or inserted by alter-
native splicing is intrinsically disordered. In the remainder of this
work, we will refer to these segments affected by alternative
splicing of the corresponding mRNA as AS regions or segments.

Intrinsically disordered proteins or regions (15) also have been
called rheomorphic (16), natively unfolded (17), intrinsically
unstructured (18), and various combinations of these terms.
Numerous examples of proteins that are totally or partially
disordered in physiological buffers have been reported in the
literature for decades, and the number of experimentally char-
acterized examples is growing at an ever-increasing pace (19).
Interest in intrinsic disorder is increasing in recognition that such
regions are commonly responsible for important protein func-
tions (15, 20, 21). In fact, disordered regions were shown to be
associated with signaling and regulation (15, 21, 22). It has been
emphasized that several characteristics of disordered regions,
e.g., decoupled specificity and affinity, binding diversity, binding
commonality, the ability to form large interaction surfaces, their
fast association and dissociation rates, polymorphism in the

bound state, and the reduced lifetimes of disordered proteins in
the cell, are ideal for molecules involved in signaling and
regulation (23).

The latter three pairs of examples, AGX1�AGX2,
SULT2B1a�SULT2B1b, and Rac1�Rac1b, suggest a previously
undescribed mechanism for reconciling protein structure with
alternative splicing, specifically that AS regions code for seg-
ments of intrinsic disorder. This mechanism has two obvious
advantages over the alternative, structure-based mechanism.
First, structural problems are avoided. Second, signaling and
regulation functions can be modulated directly through inclusion
or exclusion of recognition regions, without reliance on subtle
conformational changes. The second point is supported by
observations that correlate both intrinsic disorder (15, 21, 22)
and alternative splicing (3) with signaling and regulation func-
tions. The correspondence of AS regions with intrinsically
disordered regions provides a straightforward mechanism for
developing functional and regulatory diversity. Here we provide
evidence that regions of pre-mRNA that are removed by alter-
native splicing frequently code for regions of intrinsic disorder in
the corresponding protein products and that this association
leads to functional and regulatory diversity through the various
isoforms.

Results and Discussion
Testing the Proposed Linkage Between Alternative Splicing and
Intrinsic Disorder. Analysis of proteins with experimentally characterized
ordered and disordered regions. Alternative splicing annotations
from both the Alternative Splicing Gallery (ASG) (24) and
SwissProt (25) were combined with disordered protein annota-
tions from DisProt (26) to construct the Alternative Splicing and
Experimental Disorder (ASED) data set. This data set consists
of human proteins that arise from AS pre-mRNA and contain
both structured and disordered regions that have been experi-
mentally determined, which allows the measure of the prefer-
ence, if any, of AS regions to encode for disordered or ordered
regions. Because of the scarcity of experimentally characterized
disordered proteins of human origin, ASED contains only 46
proteins with a total of 19,643 structurally characterized amino
acid residues. Of these residues, 34% reside in disordered
regions, and the remaining 66% reside in regions of known 3D
structure.

The 46 proteins in the ASED data set contained 75 AS regions
located entirely within structurally characterized areas. Fig. 2
shows that most of these 75 AS fragments correspond to entirely
disordered segments, whereas less than one-fifth are entirely
structured.

We also compared the distribution of disordered residues in
the AS fragments to that of the entire data set and found that
57% of the residues in AS regions was characterized as disor-
dered. This strong bias was in stark contrast to the ASED data
set’s disorder distribution: Only 34% of ASED’s residues are
characterized as disordered. Another 18 AS regions were par-
tially characterized structurally, whereas 5 more AS regions had
no structural characterization whatsoever (see Table 1, which is
published as supporting information on the PNAS web site, for
details).

To estimate the significance of this correlation, the observed
frequency of disordered residue in AS regions was compared
with the null hypothesis that ordered and disordered residues
occur with the same frequency in the studied AS regions as in the
entire ASED proteins. We used every 15th residue for this
experiment on the assumption that such a separation insures that
the residues are structurally independent of one another, thus
enabling the use of the �2 statistical test. With these assumptions,
the null hypothesis can be rejected with a P value of 5.68 � 10�30.
Expanding the data set by means of disorder prediction. Although the
statistical analysis of the ASED proteins indicate that AS regions

Fig. 1. Alternative splicing and its potential effects on protein structure.
During transcription, RNA is generated from the chromosome’s genetic ma-
terial. This piece of RNA forms the basis for the mRNA that will be translated
into proteins, hence the designation ‘‘pre-mRNA.’’ mRNA is composed of
terminal UTRs, which help guide and regulate the translation process, and a
central coding region, which is translated into the corresponding protein
product. Eukaryotic genes contain fragments that are not used in the trans-
lation process, called introns, and regions that will become part of the final
mRNA, called exons. Here exons are shown as colored cylinders. The mRNA to
be translated is assembled from pre-mRNA by splicing the introns away, so
that only the exons remain, as shown in both sides of the image. During
alternative splicing, some exons also can be partially or completely spliced
away, as can be seen in the path marked by purple arrows to the right of the
figure, where the red exon (and two of the UTR exons) are ‘‘skipped,’’
generating a shorter mRNA and hence a shorter protein product. The differ-
ent products of alternative splicing are called isoforms. In this work, the region
missing in isoform 2 because of alternative splicing is called an AS region. The
generation of isoforms by alternative splicing poses potential problems for
the structural stability of globular proteins, because protein folding is a
strongly cooperative process. Indeed, the absence of the red AS region in
isoform 2 can potentially disturb the protein’s 3D structure very strongly, but
few systematic studies of this effect have been carried out. (Note: Although
we have described this process in terms of removal of protein regions, the
same argument can be made about insertion of AS regions, without loss of
generality.)
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more often code for disorder, the number of proteins in ASED
is small. Can the current results be extrapolated to eukaryotic
proteins in general? One study of alternative splicing and protein
structure found that, of 1,780 proteins with isoforms produced
by alternative splicing, only 48, or 2.7% have a known 3D
structure (27). The study used 4,804 known isoforms from higher
organisms with fully sequenced genomes (Homo sapiens, Mus
musculus, Drosophila melanogaster, and Caenorhabditis elegans)
extracted from the SwissProt database (27).

The small size of the ASED data set seems to be a conse-
quence of the scarcity of structurally characterized proteins
arising from alternative splicing. To provide a larger data set in
which to test the hypothesis, the currently most accurate disorder
predictor, PONDR VSL1 (28), was used. The analysis was carried
out on two data sets: (i) the ASED data set described above, and
(ii) a set of 558 proteins from SwissProt with experimentally
confirmed isoforms arising from alternative splicing, which we
called Alternative Splicing in SwissProt (ASSP). The latter data
set included 1,266 regions affected by alternative splicing.

The VSL1 predictor has an average error rate of 20%, and very
short regions of sequence can be erroneously predicted as either
ordered or disordered. These errors produce small f luctuations
in prediction that prevent many regions modified by alternative
splicing from being predicted as fully ordered or fully disordered.
As a result, a region-based comparison with the earlier ASED
results, as shown in Fig. 2, is not useful, because almost all of the
regions arising from alternative splicing are predicted as partially
disordered. Because of the preponderance of partially disor-
dered regions among predicted disorder, we measure the pro-
portion of disorder in AS regions and entire proteins, as shown
in Fig. 3. The figure shows the distribution of disorder content
on full proteins from both data sets (Fig. 3a) and regions affected
by alternative splicing (Fig. 3b). In the case of the ASED data set,
we included the distributions of both predicted and experimen-
tally determined disorders.

The distributions of disorder between the ASED and ASSP
data sets are very similar, regardless of whether we use predicted
or experimentally determined disorder content in the ASED
data set. This result provides a strong validation for the analyses
based on predicted disorder. From comparison of the distribu-
tions of predicted and experimental disorder in the full protein
and AS regions only, it is clear that AS regions are biased toward
higher disorder content, whereas the entire proteins are not
highly biased toward higher disorder content. Thus, the results
from the analysis of the larger ASSP data set using disorder
predictions are consistent with those obtained from the smaller
ASED data set using experimentally characterized disorder and
thus support the hypothesis.

An analysis of amino acid compositions provided additional
support for the relationship between alternative splicing to
intrinsic disorder. Structured and intrinsically disordered regions
have been shown to contain distinct amino acid compositions
(29). To test for compositional biases, we analyzed the amino
acid compositions of the following protein data sets: (i) a
general, experimentally characterized, disorder data set contain-
ing all of the disordered regions in DisProt plus the unobserved
regions from a set of nonredundant structures in the Protein
Data Bank (PDB); (ii) all of the AS regions in the ASED data
set; and (iii) all of the AS regions in the ASSP data set. These
compositions were compared with those of a data set of ordered
regions extracted from the PDB by amino acid composition
profiling. The three sets display similar, statistically significant
reductions in the structure-promoting amino acids and similar,
statistically significant enrichments in the disorder-promoting
amino acids (the results are shown graphically in Fig. 5, which is
published as supporting information on the PNAS web site).

Fig. 2. Distribution of 75 AS regions according to the incidence of disorder.
Regions of proteins encoded by sections of pre-mRNA that are spliced out in
different protein isoforms were compared with regard to their structural
characterization. The largest proportion of the protein segments (43 of 75, or
57%) is entirely disordered. These fragments encompass a total of 4,929 aa
residues and range in length from 1 to 1,183. The 18 partially disordered
segments (24%) range in length from 8 to 570 and include a total of 820
disordered and 1,581 ordered residues. Only 14 segments, or 19%, correspond
to fully ordered regions. These segments range in length from 1 to 147 and
comprise 613 aa residues. To obtain these results, a set of isoform transcripts
corresponding to each protein in the ASED data set was obtained from the
ASG database. Regions that are spliced out from pre-mRNA were found by
translating those isoform transcripts and aligning the resulting protein se-
quences to that of the original ASED protein. Any segment from the original
ASED protein that is missing from an isoform sequence is considered a spliced-
out region. Only spliced-out regions that were fully characterized structurally
were used to construct this graph.

Fig. 3. Disorder content distributions of the studied data sets and their
corresponding regions affected by alternative splicing. For proteins or regions
in the ASED data set, the plots show bars for both experimentally determined
disorder and predicted disorder. For the ASSP data set, the chart shows the
predicted disorder content distribution. (a) Histogram of disorder content per
protein. (b) Histogram of disorder content per region affected by alternative
splicing. The error bars represent a 68% confidence interval or 1SD.
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These data are consistent with the proposition that protein
regions affected by alternative splicing of the corresponding
genes are biased toward intrinsic disorder, further supporting the
hypothesized relationship between intrinsic disorder and alter-
native splicing.

Functional Connection Between Intrinsic Disorder and Alternative
Splicing. Although alternative splicing can lead to functional
modification in different ways, the most common way appears to
be the modification of the final protein product (4). A large-scale
study found that 30% of a group of 1,300 AS genes showed
differential profiles of conserved functional motifs; that is,
different isoforms were shown to preserve different sets of
functional domains (30). Many protein interaction domains are
removed by alternative splicing with high frequency, which
correlates with the fact that they are a very common type of
functional domain (31). This finding would have the effect of
modulating signaling and regulation pathways. Indeed, a com-
putational study of alternative splice variants in SwissProt shows
that 46% of the studied proteins are involved in signal trans-
duction, gene expression, or regulation (7), and another large-
scale study concluded that AS proteins are predominantly in-
volved in signaling, cell communication, development, and
apoptosis (32).

Intrinsic disorder is also predominantly related to regulation
and signaling (22). Indeed, a diverse collection of regulatory
elements has been experimentally associated with structurally
characterized regions of disorder including the following exam-
ples: (i) binding targets for calmodulin and SH3; (ii) sites for
phosphorylation, acetylation, methylation, fatty acylation, and
ubiquitination; (iii) autoinhibitory peptides for inhibiting en-
zyme function; and (iv) binding regions for DNA and RNA. The
preceding are only a few examples of �30 disorder-associated
functions identified so far (15, 20).

The functional and regulatory elements in disordered regions
are necessarily localized along the sequence. This arrangement
is different from the mechanism of active site formation in
ordered proteins, which relies on stable tertiary structure ele-
ments that bring together nonlocal residues. Also, many disor-
dered regions contain multiple functional elements in tandem
(15). Given these two features of disordered regions, alternative
splicing could readily generate a set of protein isoforms having
a highly diverse collection of regulatory elements. Indeed,
arbitrarily large numbers of insertions and deletions arising from
alternative splicing could be tolerated in disordered regions, thus
readily accounting for the very large number of splicing isoforms
that are sometimes indicated. Furthermore, removal of some,
but not all, key residues could have the effect of modulating
rather than completely eliminating the localized function. These
observations provide a mechanism by which intrinsic disorder
could explain the diversity of protein function that arises from
alternative splicing.

An interesting, well characterized example of functional mod-
ulation by removal of functional domains and covalent modifi-
cation sites is provided by the tumor suppressor protein BRCA1.
This protein participates in many different cellular pathways,
including transcription, apoptosis, and DNA repair, through
direct or indirect interaction with a variety of partners (33). A
well studied isoform of this protein has 1,863 aa and comprises
a long central region flanked by ordered domains at the two
termini. At the N terminus is a RING finger domain of 103
residues. This domain is reported to form a heterodimer with
BRCA1 associated RING domain 1 (BARD1) and to bind to the
ubiquitin C-terminal hydrolase BAP1. At the C terminus are two
tandem copies of the BRCA1 C-terminal domain with a total of
218 residues making up the two domains. These two domains are
reported to bind with transcriptional activators and repressors
like CtlP.

Mark et al. (34) recently undertook the structural character-
ization of the 1,500-aa central region of BRCA1. NMR and CD
spectroscopy, protease sensitivity, and order�disorder predic-
tions were used to examine 27 overlapping fragments spanning
this central region. No structured segments were found, and all
of the methods concurred in their indications of disorder over
almost the entire central region. Several fragments formed stable
complexes when mixed with their biological partners, namely
DNA and p53, thus providing evidence that coupled folding and
binding is the likely mechanism for the functions of these regions
(15, 21, 35). Coupled folding and binding enables interactions
with high specificity and low affinity (36) and also permits
binding diversity (37). Overall, the Mark et al. study (34) provides
strong evidence that the long central region of BRCA1 is
disordered.

The disordered central region of BRCA1 contains molecular
recognition domains for both DNA and several protein-binding
partners, including the following: (i) tumor suppressors such as
p53, retinoblastoma protein (RB), and BRCA2; (ii) oncogenes
like c-Myc and JunB; (iii) DNA damage repair proteins such as
Rad50 and Rad51; and (iv) the Fanconi anemia protein
(FANCA). Fig. 4 displays a schematic view of the BRCA1
sequence, showing the terminal domains, the central disordered
region, the published binding domains, the phosphorylation sites
as reported in the Mark et al. study (34), and the protein regions
found in different isoforms, as annotated in the ASG and
SwissProt databases. Notice the absence of functional regions in
different isoforms. This absence has the effect of creating diverse
functional profiles for the transcribed gene products. Taking into
account that several more partners of BRCA1 are known (33),
and that the number of its known functional isoforms is greater
than shown here [at least 24 variants have been reported (38)],
the potential for a much larger number of functional profiles is
clear.

Because regulatory and signaling elements in disordered
regions can be comprised of just a few more or less continuous
amino acids, a high density of functionally important segments
can be located in regions of intrinsic disorder, which is observed
for BRCA1. Indeed, previous work suggests that collections of
regulatory functions are common in disordered regions (29).

Fig. 4. Functional domains of BRCA1 and representative isoforms. The red
line marked with the horizontal arrows on top indicates the extent of the
1,500-aa-long disordered central region. The ordered RING and BRCT domains
are also shown at the termini. The vertical arrows show the location of
phosphorylation sites, and the colored rectangles represent binding domains,
including the binding partner name (see text). Isoforms are shown at the
bottom, with dotted lines representing the regions missing from the trans-
lated protein products due to alternative splicing. The numbers at the left are
the ASG isoform identifiers. The missing numbers (2, 3, 7, and 9) refer to
isoforms that involve insertions or additions for which we have no structural
information.
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Furthermore, disorder allows for the removal of functional
segments without any deleterious effect on the stability of
structured domains. Evidence for differential functional profiles
arising from the disordered regions was found for all of the other
proteins in the ASED data set. However, many of these func-
tional regions were not experimentally verified like those of
BRCA1 but rather were inferred by homology to conserved
motifs and domains in functional databases.

Discussion
A hypothesis to explain how alternative splicing can produce
multiple protein isoforms, which often differ in their functions but
retain their original structural integrity, has been sorely lacking in
the literature. Here we propose and provide support for the ideas
that splicing sites generally occur within regions of intrinsic disorder
and that splicing within these regions allows for functional and
regulatory diversity with little or no disruption in protein structure.
However, the implications of this apparent relationship between
alternative splicing and intrinsic disorder go beyond the structural
stability of isoforms and give insight into processes underlying the
evolution of multicellular life forms.

Single-cell eukaryotes like Schizosaccharomyces pombe have
an abundance of splicing for conversion of pre-mRNAs to
mRNAs but apparently no alternative splicing, which appears to
be common only in multicellular organisms. This relation sug-
gests a link between alternative splicing and the higher-order
complexity needed for multicellular life (8). Furthermore, al-
ternative splicing has been proposed to reduce the selective
pressure on genes, allowing organisms to experiment with new
gene products fashioned by differential splicing. Indeed, novel
gene products produced by the inclusion of new genetic material
are free to evolve with less selective pressure because the original
gene product is still present to carry out its function (39).

Similarly, disordered proteins are found in all kingdoms but are
predicted to be much more common in multicellular eukaryotes
than in archaea, eubacteria, and even single-celled eukaryotes (40,
41), an observation that corresponds intriguingly to the finding that
alternative splicing occurs almost exclusively in multicellular eu-
karyotes. With regard to human proteins, 35–60% are estimated to
be AS (4). For comparison, using methods described in ref. 40, 35%
of human proteins are estimated to have at least one region of
disorder that is 55 or more residues long and 60% are estimated to
have at least one region of disorder that is 35 or more residues long.
Thus, intrinsic disorder is estimated to be sufficiently prevalent in
multicellular eukaryotes for regions of alternative splicing to code
primarily for regions of protein disorder as proposed by our
hypothesis.

Complex higher organisms in general have longer life cycles than
their simpler counterparts, such as prokaryotes. This trait means
that adaptation to new environments, and thus protein evolution,
has to occur over far fewer generations. Indeed, a microbe usually
goes through thousands of generations during the growth of an
equivalent single-animal generation. Both alternative splicing and
intrinsic protein disorder facilitate more rapid evolution of gene
products, not only through functional profiling, which generates
new functional variants with a higher probability and less selective
pressure, but also by the fact that sequences of disordered protein
evolve faster than those of ordered ones (42), thanks to less-
restrictive amino acid substitutions and the lack of structural
ramifications. Indeed, a recent study confirms that AS exons evolve
faster than constitutively spliced exons in mammals (43).

It is believed that multicellular organisms could not have ap-
peared until a suitable ‘‘genetic toolkit’’ had evolved. This toolkit
has been suggested to be based on genes required for signaling and
regulation (44) and, more specifically, homeotic genes (45, 46),
which direct the building of multicellular bodies according to a
master plan through genetic regulation. We propose an expanded
developmental toolkit that includes alternative splicing, acting

especially on genes encoding for intrinsically disordered proteins,
which, as we have shown, are predominantly involved in signaling
and regulation. Indeed, developmental regulation genes have been
shown to generate isoforms through alternative splicing: In a
particular example, a T-box gene of a sponge, considered the
earliest example of metazoans, has been shown to produce isoforms
through alternative splicing that affect phosphorylation and glyco-
sylation states, which, in turn, affect gene regulation (46). The
combination of these mechanisms also could have facilitated ex-
plosive speciation events in the evolutionary history of multicellular
organisms, by tolerating multiple mutations that led to changes in
regulation and in signaling networks. Taking into account that
alternative splicing allows for the generation of not only enlarged
proteomes, but also more complex and more precisely modulated
protein interaction networks (3), it therefore follows that the
proposed explosion of mutations could bring about a steep rise in
regulatory complexity. Indeed, it has been proposed that these
rapid diversification events are related to changes in genetic regu-
lation and cell–cell signaling (47), and at least one modern case of
explosive diversification in Lake Victoria cichlids has been related
to alternative splicing (48).

The tolerable variations brought about by alternative splicing,
facilitated by an increasing abundance of protein disorder in
early eukaryotes, then would have provided an avenue for
natural selection to enable the evolution of multicellular organ-
isms and even facilitated their diversification over relatively
short periods on the geological time scale.

Materials and Methods
We constructed this ASED data set to contain proteins having
both ordered and disordered regions, with at least 10% of each
molecule being in one of the two states. For such proteins, the
ordered and disordered regions share a common evolutionary
history, so that if alternative splicing has a preference to be
associated with ordered or disordered regions, this preference
would be detectable through comparison of ordered and disor-
dered regions within each protein. By including protein with
both structured and disordered regions, we avoided the compli-
cation of comparing proteins with different evolutionary histo-
ries. Additionally, it has been shown that the rates at which
ordered and disordered regions evolve are different, with dis-
ordered regions usually evolving more rapidly than ordered
regions (42).

For each ASED protein, the corresponding UniGene or
SwissProt ID was used to obtain the sequence of its isoform from
the ASG database or SwissProt, respectively. The isoform se-
quence then was aligned with the corresponding DisProt se-
quence to find structurally characterized regions that were
removed by alternative splicing. Regions that were inserted or
added to the structurally characterized protein were not included
in our analysis, because these added fragments lack structural
characterization annotations.

The ASSP data set was assembled as follows: 2,800 human
proteins with reported isoforms produced by alternative splicing
were downloaded from SwissProt through the SRS (Sequence
Retrieval System). The set was processed to eliminate redun-
dancy, so that 580 nonredundant proteins with �25% identity
were obtained. After removing all of the proteins that did not
have clearly defined regions affected by alternative splicing, as
well as any proteins that were already included in the ASED data
set, the final ASSP data set consisted of 558 proteins.

The PONDR VSL1 (28) disorder predictor was applied to all
sequences in the ASED and ASSP data sets to characterize all
their residues as either predicted disordered or predicted or-
dered. Notice that when using disorder predictions there are no
uncharacterized residues, i.e., all residues are labeled as either
disordered or ordered.
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